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Abstract

Difference-in-Differences (DD) is a commonly-used approach in policy evaluation where, un-
der a parallel trend assumption, we can recover a causal effect by comparing the difference
in outcomes between a treatment and a control group, both before and after an interven-
tion was set in place. However, confounders that differentially vary over time often break
the identifying assumption, biasing our estimates and rendering our design invalid. In this
paper, I identify contexts where matching can help to eliminate or reduce bias, increasing
the robustness of estimates under different sensitivity analyses, and show how balancing co-
variates directly can yield better results than other forms of adjustment or no adjustment at
all. I illustrate these results with simulations and a case study of the impact of a new voucher
scheme on socioeconomic segregation in Chile.
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1. Introduction

Difference-in-Differences (DD) is a commonly-used approach in policy evaluation for identi-
fying the impact of an intervention or treatment. Under a parallel trend assumption (PTA), we
can recover a causal effect by comparing the difference in outcomes between a treatment and
a control group, both before and after an intervention was set in place. However, time-varying
confounders often break the identifying assumption, biasing our estimates and invalidating
our study design.

One natural question that stems from the previous limitations is whether we can still recover
valid causal estimates for a sub-group of our population that complies with the identification
assumption, and, if this is the case, how can we identify such sub-population? In this paper,
I propose combining a DD strategy with matching adjustment methods to (i) identify whether
groups that potentially follow the PTA exist, and, if so, (ii) estimate a useful causal parameter
that can provide insightful information regarding our intervention

The use of matching as a method to recover parallel trends under violations of the PTA is a
contentious topic. While some researchers argue that there are clear advantages that stem
from combining matching with a DD approach (Basu & Small, 2020; Ham & Miratrix, 2024;
Ryan et al., 2015), others argue for a more cautious approach given that matching can also
bias estimates depending on the context (Chabé‐Ferret, 2017; Daw & Hatfield, 2018a; Zel-
dow & Hatfield, 2021). In this paper, I identify the different contexts in which matching can
help reduce such biases, and show how balancing covariates directly can yield better results
for solving some of these issues. I illustrate these findings with simulations and a case study
of the impact of a new voucher scheme on socioeconomic segregation in Chile.
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In particular, the matching procedure I propose for this setting – mixed-integer programming matching – has
distinct advantages with respect to other adjustment methods previously addressed in the literature, which have
mainly focused on propensity score matching on outcomes. Firstly, by matching on covariates and not pre-inter-
vention outcomes, we are still able to use pre-intervention trends as a robustness check for the main identification
assumption, while increasing the robustness of additional sensitivity analyses to violations of the identification
assumption (Rambachan & Roth, 2023). Additionally, matching on covariates instead of previous outcomes re-
duces potential issues associated to regression to the mean, which are more accentuated by matching directly on
outcomes before the treatment was set in place. Using a mixed-integer programming (MIP) matching approach
we are able to balance covariates directly, also allowing us to identify matched groups that comply with a specific
set of balancing constraints in the sample at hand. Finally, using matching as an adjustment procedure lends
itself nicely to very transparent sensitivity analysis to hidden bias (Keele et al., 2019).

The main intuition behind the idea of using matching to recover parallel trends is displayed on Figure 1. Figure 1
(a) shows a stylized example of a DD study where the parallel trend assumption is likely to fail. Both groups
do not seem to follow similar trajectories even before the intervention was set in place. Figure 1 (b), on the
other hand, portrays the same data but disaggregated by covariate profile (𝑋 = 𝑋1 and 𝑋 = 𝑋2 in this case).
If we can identify a sub-population that complies with the parallel trend assumption (covariate profile 𝑋 = 𝑋2),
it would be possible to recover a causal estimate for this particular group.

Figure 1:  Difference-in-differences (DD) example

In order to identify such groups, I propose matching on observed time-invariant characteristics (or characteristics
with low temporal variation) to test whether parallel trends hold in the pre-intervention period after matching on
contextually-relevant variables. Even though this is not a guarantee that the main identification assumption holds
and could be an under-powered robustness check – as exposed by Rambachan & Roth (2023) and others –,
it allows us to conduct additional sensitivity analyses that will be more informative given the bias reduction that
matching achieves.

I provide a clear case study for the use of DD using matching. By combining a commonly-used identification
strategy with MIP matching techniques, I am able to obtain the largest matched sample possible under pre-
specified balancing constraints (Zubizarreta, 2012) using time-stable covariates.

This paper contributes to the growing literature of DD in different dimensions. Firstly, it relates to the literature
of adjustment in DD settings, both using matching strategies (Basu & Small, 2020; Chabé‐Ferret, 2017; Daw &
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Hatfield, 2018a; Ham & Miratrix, 2024; Ryan, Burgess, & Dimick, 2015; Zeldow & Hatfield, 2021) as well as
other methods of adjustment used in the DD context (Arkhangelsky et al., 2021; Sant'Anna & Zhao, 2020). Unlike
previous work in this area, I use a specific method of matching that allows us to get the largest matched sample
possible under pre-specified balancing constraints (Bennett et al., 2020; Zubizarreta, 2012) while keeping the
unit of analysis intact. This strategy helps to maintain the core idea of the DD strategy for a sub-sample of the
original population that is selected by the balancing constraints, without enforcing parallel trends in the pre-
intervention period.

Additionally, in line with the current literature, combining MIP matching and DD also allows for some violations
in parallel trends (Roth et al., 2023). While the main idea behind selecting a sub-sample through matching is
to identify a group for which the main identification assumption holds, sensitivity analyses can be used in the
matched sample in the same way that they are used in traditional DD setups. Matched DD designs can be readily
used in combination with current sensitivity analyses for violations of the parallel trends (e.g. Rambachan & Roth
(2023)) or hidden bias (Keele, Small, Hsu, & Fogarty (2019)).

Finally, this study sets up a framework that allows researchers to assess under whether a DD strategy is reasonable
for a particular study. By providing a comparison between the entire sample and matched samples under differ-
ent balancing constraints, researchers can assess whether the bias reduction through matching is significant in
practice or not, and compare the robustness of their conclusions.

The paper is structured in 4 sections, apart from this introduction. Section 2 lays out the main identification
strategy for a DD approach combined with matching. In Section 3, I show the main results for simulated scenar-
ios, including results for bias and sensitivity analyses. Section 4 reviews the application used for portraying the
previous method, using the Chilean Preferential Voucher system as an example. Finally, Section 5 concludes.

2. Difference-in-Differences using matching

2.1. Difference-in-Differences as an identification strategy
Difference-in-differences (DD) is an identification strategy that relies on two key assumptions: (1) absent the in-
tervention, both treatment and control groups would have the same trend in the post-intervention period (also
referred to as the Parallel Trend Assumption), and (2) random shocks do not differentially affect treatment and
control groups.

Confounding in a DD setting is related to time-varying differences that are not accounted for in our design. In
that sense, time-varying terms that evolve differentially between groups will be the ones that can introduce bias
into our analysis if not accounted for correctly. Expanding on Zeldow & Hatfield (2021) notation, I define the
structure of potential outcomes in a general additive model as following:

𝑌𝑖𝑡(0) = 𝛼𝑖 + 𝜆𝑡 + 𝛾0(𝑋𝑖) + ⋅ 𝛾1(𝑋𝑖, 𝑡) + 𝛾2(𝑋𝑖, 𝑡) ⋅ 𝑍𝑖 + 𝑢𝑖𝑡
𝑌𝑖𝑡(1) = 𝑌𝑖𝑡(0) + 𝜏𝑖𝑡 = 𝛼𝑖 + 𝜆𝑡 + 𝛾0(𝑋𝑖) + ⋅ 𝛾1(𝑋𝑖, 𝑡) + 𝛾2(𝑋𝑖, 𝑡) ⋅ 𝑍𝑖 + 𝜏𝑖𝑡 + 𝑢𝑖𝑡

(1)

where 𝑌𝑖𝑡(𝑧) is the potential outcome under a binary treatment 𝑍 = 𝑧 for unit 𝑖 in period 𝑡, with an additive
time-dependent effect 𝜏𝑖𝑡 for the potential outcome under treatment. The parameter 𝛼0 is a general intercept
and 𝑢𝑖𝑡 is an idiosyncratic error with mean 0. Time fixed effects are represented by 𝜆𝑡,¹, assumption I relax on

¹I assume that unobserved trends 𝜆𝑡 are the same for both treatment groups, so the main identification assumption holds at least
in some cases. If this is not the case, the main identification assumption would be violated and trend analyses for the pre-intervention
period in addition to sensitivity analyses would show that a DD approach is not suitable.

the following section. Finally, 𝑋𝑖 is a time-invariant covariate which has both a constant and time-variant effect
on the outcome, which can vary by treatment group.
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The main identification assumption in a DD context, commonly referred to as the Parallel Trend Assumption
(PTA), can also be expressed in terms of potential outcomes for a 2x2 scenario as following, where treatment
happens at 𝑡 = 𝑇0 and 𝑡 < 𝑇0 and 𝑡′ > 𝑇0:

𝔼[𝑌𝑖𝑡′(0) − 𝑌𝑖𝑡(0) | 𝑍 = 1] = 𝔼[𝑌𝑖𝑡′(0) − 𝑌𝑖𝑡(0) | 𝑍 = 0] (2)

Under the PTA (Equation 2), the expected difference in potential outcomes under control for the treatment group
before and after the intervention was set in place is the same as the expected difference for the control group.

Plugging in this condition to our potential outcomes framework (Equation 1), we recover the following expres-
sion:

𝔼[𝛾1(𝑋𝑖, 𝑡′) + 𝛾2(𝑋𝑖, 𝑡′) − 𝛾1(𝑋𝑖, 𝑡) − 𝛾2(𝑋𝑖, 𝑡) | 𝑍 = 1] = 𝔼[𝛾1(𝑋𝑖, 𝑡′) − 𝛾1(𝑋𝑖, 𝑡) | 𝑍 = 0] (3)

If 𝔼[𝛾𝑘(𝑋𝑖, 𝑡) | 𝑍 = 𝑧] = 𝛾‾𝑘 (𝑋𝑧, 𝑡), then we can replace these values in Equation 3 and under the PTA:

(𝛾‾1 (𝑋1, 𝑡′) − 𝛾‾1 (𝑋0, 𝑡′)) − (𝛾‾1 (𝑋1, 𝑡) − 𝛾‾1 (𝑋0, 𝑡)) − (𝛾‾2 (𝑋1, 𝑡′) − 𝛾‾2 (𝑋1, 𝑡)) = 0 (4)

Assuming the different biases do not cancel themselves out, from Equation 4, we can see that in order for the
parallel trend assumption to hold, then one of the following conditions needs to hold:

1. No effect or constant effect of 𝑋 on 𝑌  over time: In this case, if 𝛾1(𝑋, 𝑡) = 0 or, more generally,
𝛾1(𝑋, 𝑡) = 𝛾1(𝑋), then it is trivial to see that the PTA will hold.

2. Equal distribution of observed covariates between treated and control group: If 𝑋0 = 𝑋1 = 𝑋,
the differential effect of covariates over time would not be a concern for the PTA.

in addition to the following condition:

3. No differential time-effect of 𝑋 on 𝑌  by treatment group: If 𝛾2(𝑋, 𝑡) = 𝛾2(𝑋), then the temporal
effect of the covariate on the outcome would be the same for both groups, preventing the violations of
parallel trends.

Given that we do not observe the functions 𝛾𝑘(⋅), under potential violations of the parallel trend assumptions we
can make sure that (2) holds by matching directly on covariates, and test the robustness of (3) by conducting a
sensitivity analysis (Rambachan & Roth, 2023).
2.2. Relaxation of the parallel trend assumption based on unobservable or time-varying characteristics
In Equation 1 of Section 2, I assumed that there were no differential trends between the treatment and the
control group, where 𝜆𝑡(𝑍 = 0) = 𝜆𝑡(𝑍 = 1). If we relax this assumption, where we allow differential trends
between both groups that are not exclusively dependent on the temporal association of time-invariant character-
istics (e.g. 𝛾⋅ functions in Equation 1), the previous equation can be expressed as follows:

𝑌𝑖𝑡(0) = 𝛼𝑖 + 𝜆𝑡𝑧 + 𝛾0(𝑋𝑖) + ⋅ 𝛾1(𝑋𝑖, 𝑡) + 𝛾2(𝑋𝑖, 𝑡) ⋅ 𝑍𝑖 + 𝑢𝑖𝑡
𝑌𝑖𝑡(1) = 𝑌𝑖𝑡(0) + 𝜏𝑖𝑡 = 𝛼𝑖 + 𝜆𝑡𝑧 + 𝛾0(𝑋𝑖) + ⋅ 𝛾1(𝑋𝑖, 𝑡) + 𝛾2(𝑋𝑖, 𝑡) ⋅ 𝑍𝑖 + 𝜏𝑖𝑡 + 𝑢𝑖𝑡

(5)

where 𝜆𝑡𝑧 is a group 𝑍 specific time trend. In this case, this time trend can depend on unobserved or observed
time-varying covariates (i.e. 𝜆𝑡𝑧 = 𝑔(𝑢𝑖𝑡, 𝑋𝑖𝑡), where 𝑢𝑖𝑡 ∼ 𝐹𝑢(𝜇𝑢𝑧𝑡, 𝜎𝑢𝑧𝑡), and 𝑋𝑖𝑡 ∼ 𝐹𝑥(𝜇𝑥𝑧𝑡, 𝜎𝑥𝑧𝑡)).

Under the PTA, now assuming 𝜆𝑡𝑧 is a differential trend between both groups, I can re-write Equation 5 as:
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𝑂𝑏𝑠.𝐵𝑖𝑎𝑠
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞(𝛾‾1 (𝑋1, 𝑡′) − 𝛾‾1 (𝑋0, 𝑡′)) − (𝛾‾1 (𝑋1, 𝑡) − 𝛾‾1 (𝑋0, 𝑡)) +

(𝛾‾2 (𝑋1, 𝑡′) − 𝛾‾2 (𝑋1, 𝑡))⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑂𝑏𝑠.𝐷𝑖𝑓𝑓.𝐵𝑖𝑎𝑠

+ (𝜆𝑡′1 − 𝜆𝑡′0) − (𝜆𝑡1 − 𝜆𝑡0)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑈𝑛𝑜𝑏𝑠.𝐵𝑖𝑎𝑠

= 0
(6)

In Equation 6, I have identified three distinct terms that can introduce bias to the DD setting. The first one,
observed bias (OB), refers to the bias introduced by differential distribution of observed time-invariant charac-
teristics 𝑋 between the treatment and the control group. The second term, observed differential bias (ODB),
is related to the heterogeneous association of 𝑋 on 𝑌  by treatment status. Finally, the unobserved bias (UB) is
introduced by the differential trend of time-varying observable and unobservable characteristics.

In a traditional DD setup, the estimated effect 𝜏* would be:

𝜏* = 𝜏 + (𝑂𝐵 +𝑂𝐷𝐵 + 𝑈𝐵) (7)

where 𝜏  is the unbiased estimated effect for the DD setup for time period 𝑡′. In the case we use matching in
addition to DD, then the estimated effect 𝜏*𝑀  would be²:

²For simplicity, I am assuming a constant additive effect 𝜏  for all units.

𝜏*𝑀 = 𝜏 + (𝑂𝐷𝐵 + 𝑈𝐵) (8)

Assuming an informative pre-intervention period, we can assess whether there is absolute bias reduction using
placebo tests prior to the intervention to inform us whether following this method would be useful or not. For
example, if 𝑂𝐷𝐵 + 𝑈𝐵 > 0 and 𝑂𝐵 is such that −2 × (𝑂𝐷𝐵 + 𝑈𝐵) < 𝑂𝐵 < 0, then there would not be a
decrease in bias by matching.

In Rambachan & Roth (2023), the authors refer to this overall bias as 𝛿1, where 𝛿1 is the differential trend between
potential outcomes in the post-intervention period. Given that I am assuming a non-staggered DD setting, we
can use Rambachan & Roth (2023) notation for sensitivity bounds for relative magnitudes as follows:

|𝑑1| ≤ 𝑀‾|𝛿−1| (9)

where |𝛿−1| refers to the maximum pre-treatment violation in parallel trends. Then, when conducting a sensitivity
analysis for the traditional DD setting, the bounds are as follows:

[𝜏* − 𝑏𝑚𝑎𝑥, 𝜏* − 𝑏𝑚𝑖𝑛] = [𝜏 + 𝑂𝐵 +𝑂𝐷𝐵 + 𝑈𝐵 − 𝑏𝑚𝑎𝑥, 𝜏 + 𝑂𝐵 +𝑂𝐷𝐵 + 𝑈𝐵 − 𝑏𝑚𝑖𝑛] (10)

While for the matched DD setup, the sensitivity bounds are defined as:

[𝜏*𝑀 − 𝑏𝑚𝑎𝑥𝑀 , 𝜏*𝑀 − 𝑏𝑚𝑖𝑛𝑀 ] = [𝜏 + 𝑂𝐷𝐵 + 𝑈𝐵 − 𝑏𝑚𝑎𝑥𝑀 , 𝜏 + 𝑂𝐷𝐵 + 𝑈𝐵 − 𝑏𝑚𝑖𝑛𝑀 ] (11)

In this case, 𝑏𝑚𝑎𝑥 (𝑏𝑚𝑎𝑥𝑀 ) and 𝑏𝑚𝑖𝑛 (𝑏𝑚𝑖𝑛𝑀 ) are defined by the maximum violation in the pre-intervention period,
in addition to the variability of the estimates (SE), If the overall bias in the pre-intervention period is reduced
by matching (as assessed by comparing the original DD and the matched DD estimates for the period prior
to the introduction of the treatment), and the reduction is greater than the increase in variability from loss of
sample, then the sensitivity bounds in the match DD setting will be tighter than in the traditional DD setting,
where |𝑏𝑚𝑎𝑥| > |𝑏𝑚𝑎𝑥𝑀 | and |𝑏𝑚𝑖𝑛| > |𝑏𝑚𝑖𝑛𝑀 |.
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Additionally, if the observed bias in the post-intervention period is different than 0, 𝑂𝐵 ≠ 0, and there is an
overall bias reduction in the pre-intervention period, then sensitivity bounds for the matched setup will be cen-
tered closer to the true treatment effect 𝜏  in comparison to the unmatched scenario.
2.3. Matching and Difference-in-Differences
Given that the treatment and control groups used in a DD approach can have significant differences in terms
of observed characteristics, matching poses some attractive features that could help reduce these gaps (Ham &
Miratrix, 2024; Ryan, Burgess, & Dimick, 2015) and reduce potential bias in DD estimates. Using matching in
this setting also has the distinct benefit of making the overlap region explicit between two groups that can be
very different in terms of covariates, reducing the risk of relying in a parametric form of adjustment.

However, as many researchers have pointed out, adjustments using matching can also lead to exacerbated bias
when using pre-intervention outcomes or even time-varying characteristics as matching covariates (Chabé‐Ferret,
2015; 2017; Daw & Hatfield, 2018b; 2018a). One of the main hazards when using matching in combination
with a DD approach is that matching on a certain type of covariates can give the false impression that the parallel
trend assumption holds, while in fact is just a construction of the matching itself.

To avoid such potential bias and, at the same time, obtain two groups that resemble each other in terms of some
key observable covariates, we need to match on time-invariant characteristics (or characteristics that are stable
during the pre-intervention period) that we deem relevant for the selection process. Matching on time-invariant
characteristics, and not, for instance, on pre-intervention outcomes, has the advantage of avoiding potential
regression to the mean issues and overall bias (Chabé‐Ferret, 2017; Daw & Hatfield, 2018b).

Matching for a set of covariates 𝐗𝑖, I estimate the average treatment effect on the treated on the matched set
(SATT) of 𝐾 pairs as:

𝜏𝑆𝐴𝑇𝑇 =
1
𝐾
∑
𝐾

𝑘=1
(𝑌𝑘(1)𝑇 − 𝑌𝑘(1)0 − (𝑌𝑘(0)𝑇 − 𝑌𝑘(0)0)) (12)

Where 𝑌𝑘(𝑗)𝑡 is the outcome for unit 𝑗 = {0, 1} (control or treated) in matched pair 𝑘 for time period 𝑡, where 𝑡 =
0 is the pre-intervention period and 𝑡 = 𝑇  is some period after the intervention was put in place. It is important
to note that the matched 𝑆𝐴𝑇𝑇  might not be the same as the complete sample 𝐴𝑇𝑇 , because we might be
in the presence of heterogeneous effects. However, using this strategy, we are able to clearly characterize our
matched sample and compare it to the entire population of the study.

3. Simulations

For simulations, expanding on Daw & Hatfield (2018b) setup, I assume the following data generating process
previously described:

𝑌𝑖𝑡 = 𝛼𝑖 + 𝜆𝑡 + 𝛾0(𝑋𝑖) + ⋅ 𝛾1(𝑋𝑖, 𝑡) + 𝛾2(𝑋𝑖, 𝑡) ⋅ 𝑍𝑖 + 𝜏𝑖(𝑡) ⋅ 𝑍𝑖 ⋅ I(t > T0) + 𝑢𝑖𝑡 (13)

Where 𝑌𝑖𝑡 is the outcome for unit 𝑖 in time period 𝑡, 𝑍𝑖 is the treatment status for the individual, and 𝑋𝑖 is a
time-invariant covariate. Functions 𝛾0, 𝛾1, and 𝛾2 capture the association between 𝑌  and 𝑋, allowing for time
interactions, and 𝜆𝑡 represents a common time trend. Finally, 𝜏𝑖(𝑡) represents and additive treatment effect,
which is included only after the intervention is set on 𝑡 > 𝑇0.

Using the general structure in Equation 13, I focus on the following scenarios:
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Table 1:  Data generating process for different simulation scenarios

For all scenarios and values of 𝛽𝑥, 𝛽𝑥𝑡 , and 𝛽𝑥𝑡1 , I ran 1,000 simulations and estimate the treatment effect over
time using an event study approach for the entire sample and the matched sample. For matching, I use a balance
restriction of a 0.01SD of the mean and use a cardinality matching approach (Zubizarreta et al., 2014) to obtain
the largest matched sample possible under this balancing constraint.

For the first scenario, where there is no interaction between the covariates and the time variable, there is no
parallel trend assumption violation, so the DD strategy should recover unbiased estimates of the true treatment
effect. Figure 2 shows the event study plot for Scenario 1, for some values of 𝛽𝑥, 𝛽𝑥𝑡 , and 𝛽𝑥𝑡1 , both under
linear and quadratic associations with the outcome. When there is no interaction between the time period and
observed covariates, using the complete sample as well as the match sample recover unbiased estimates of the
true increasing treatment effect. In this case, the matching strategy is slightly less efficient because of the loss of
sample size, but still produces an unbiased and consistent estimate.
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Figure 2:  Event study estimates by time period (wrt T=4) for no interaction between X and t

In Scenario 2, there is an interaction between covariates and time period, but the functional form is the same
for both groups. However, the covariate distribution can differ between both groups, introducing potential bias
to a DD estimation. While a traditional DD approach would produce a biased estimate, which would depend on
the functional form of the interaction, matching prior to estimation in a DD setting returns unbiased estimates of
the true treatment effects (Figure 3). These results hold for different functional forms and values of 𝛽s, as I am
not relying on parametric assumptions for adjusting for covariates.
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Figure 3:  Event study estimates by time period (wrt T=4) for equal interaction between X and t

In the case where there is a differential interaction between covariate 𝑋 and time period 𝑡 (Scenario 3), both
methods produce biased estimates of the true treatment effects. However, matching reduces the estimates bias
significantly compared to the unmatched version, but whether this reduction is useful or not from a practical
standpoint depends on the magnitude of the heterogeneity.

Figure 4:  Event study estimates by time period (wrt T=4) for differential interaction between X and t
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Figure 5 shows the average bias for the different scenarios presented in Table 1, under different values of 𝛽
parameters. As previously described, matching on time-stable covariates is a useful strategy to complement a DD
design and recover unbiased estimates when the violations of parallel trends is due to differences in covariate
distribution between both groups. Even under other types of violations of parallel trends, like differential evolu-
tion over time between groups, matching could help reduce the magnitude of the bias, which also improves the
usefulness of posterior sensitivity analyses.

Figure 5:  Average bias by different data generating processes and scenarios

3.1. Sensitivty Analysis
One enticing characteristic of a DD analysis is that it allows us to conduct robustness tests to the main identifi-
cation assumption by using the trend between the treatment and control group prior to the intervention (“pre-
trends”). However, these tests tend to be under-powered and could provide a false sense of robustness. To
overcome some of these limitations, I implement the approach proposed by Rambachan & Roth (2023) in the
HonestDiD R package to include a sensitivity parameter for the test of parallel pre-trends.

For assessing the robustness of both methods (DD with the entire sample and with the matched sample) under
different DGPs, I focus on two different measures: (1) The value 𝑀* of the relative magnitude (𝑀 ) of pre-trends
violations that change the qualitative conclusions of the study³, and (2) the width of the sensitivity bounds.

³In this case, I assume that the qualitative conclusions change when the estimate is no longer statistically significant at a 5%
confidence level.

arXiv  | January 19, 2025 10 of 31



Difference-in-Differences using MIP Matching  | Bennett, 2025

The first measure tells us how large of a violation in the pre-parallel trends is allowed, while still maintaining the
main conclusions of the study. The width of the bounds, on the other hands, also provide information about the
robustness of the study, regardless of the point estimate.

One important issue that arises with this type of sensitivity analysis (and sensitivity analyses in general) is the fact
that results are still skewed based on the magnitude of the bias for the point-estimate. For example, in the case
of Rambachan & Roth (2023) HonestDiD relative magnitudes approach, the breakout value⁴ 𝑀* for 𝑀  will be

⁴The breakout value refers to the minimum value of 𝑀  for which the confidence intervals include 0.

determined partly by the magnitude of the pre-trend violations but also by the magnitude of the point estimate.
In this case, if the point-estimate is upwards-biased, results for the sensitivity analysis might lead us to incorrect
conclusions.

If we observe the sensitivity bounds for the scenario where there is no bias in the point estimate (see Figure 2
(b)), then using the entire sample produces a slightly more robust finding (Figure 6). This is because in the case
of no DD confounding, matching reduces the sample size, increasing the width of confidence intervals.

Figure 6:  Relative Magnitude Sensitivity Bounds on relative magnitudes for Scenario 1 (quadratic)

Figure 7 shows the confidence intervals for a sensitivity analysis under scenario 2 (quadratic) of the previous
simulations. This case also shows that the entire sample produces a more robust finding, seeing that the breakout
value for 𝑀  is higher compared to the matched sample. This result, however, is due to the upwards bias of the
point estimate (Figure 3 (b)). The width of the CIs in Figure 7 (a) compared to Figure 7 (b) indicate that the first
estimate is less robust due to trend violations in the pre-intervention period, but the increase in CI width does
not overcome the impact the upwards bias has on this analysis.
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Figure 7:  Relative Magnitude Sensitivity Bounds on relative magnitudes for Scenario 2 (quadratic)

Figure 8:  Confidence interval width for bounds on relative magnitudes (quadratic)

This is particularly salient in the case were there is no actual effect. Figure 9 shows the event study for scenario
2 (interaction between 𝑋 and 𝑡) when there is no treatment effect. Under this magnitude of bias, if using the
entire sample, we would assume that violations of the parallel trend assumption up to 60% of the magnitude of
the violations in the pre-intervention period are allowed to still identify a positive treatment effect.
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Figure 9:  Event study estimates by time period (wrt T=4) for interaction between X and t (Quadratic)

Figure 10:  Relative Magnitude Sensitivity Bounds on relative magnitudes for Scenario 2 (quadratic) - No effect

In the case that our estimates suffer from downward bias, even under proper sensitivity analyses, we would be
more likely to conclude that there is no significant effect, even if there is, increasing our Type II error in this case.

In terms of hypothesis testing, the following figures show the proportion of rejections for the null hypothesis
𝐻0 : 𝜏𝐴𝑇𝑇 = 0 in the case were there is no treatment effect (𝜏𝑡 = 0 ∀ 𝑡 ≥ 𝑇0). Figure 11 shows the rejection rate
for 200 simulations for each value of 𝛽𝑥𝑡 , from 0 to 0.3 (x axis)⁵. As we can see, while the matched DD provides

⁵In this case, the same parameters as shown in Table 1 - Quadratic: Scenario 2 are used, fixing 𝛽𝑥 = 0.5 and 𝛽𝑥𝑡1 = 0.

a low (or even null) rate of rejection for the null hypothesis, even under modest bias (𝛽𝑥𝑡 = 0.02), we would
reject the null around 20% of the time under no true treatment effect.
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Figure 11:  Rejection rate of null hypothesis for different values of 𝛽𝑥𝑡

Figure 12 shows similar plots for different values of relative magnitude bias 𝑀  for sensitivity analysis purposes.
In this case, even when conducting a sensitivity analysis to check the robustness of our findings, we would reject
the null hypothesis 25% of the times under moderate bias (𝛽𝑥𝑡 = 0.12) when considering violations up to 60%
of the pre-intervention period trend.

Figure 12:  Rejection rate of null hypothesis for different values of 𝛽𝑥𝑡  and Relative Magnitude Bias M

arXiv  | January 19, 2025 14 of 31



Difference-in-Differences using MIP Matching  | Bennett, 2025

These results show how sensitivity analysis can be a powerful tool for assessing the robustness of our findings,
but its usefulness can be skewed by the presence of bias in our point estimates. In this case, matching can help
reduce bias and still allow us to construct informative bounds for DD findings under violations of the parallel
trend assumption, as long as there is bias reduction in the pre-intervention period as well.
3.2. When is matching in a DD not useful?
As it was previously mentioned, matching can be an overall good strategy for bias reduction, as long as other
unobserved biases do not counteract the effect of the observed bias. For example, Figure 13 shows a scenario⁶

⁶DGP in this case is 𝑌 = 𝛼 + 𝛽𝑥 ⋅ 𝑥 + 0.1 ⋅ 𝑡 ⋅ 𝑍 + 𝛽𝑥𝑡 ⋅ 𝑥 ⋅ 𝑡 + 𝛽𝑥𝑡1 ⋅ 𝑥 ⋅ 𝑡 ⋅ 𝑍 + I(𝑡 > 𝑇0) ⋅ 𝜏 + 𝑢.

where there is no overall reduction in the pre-intervention period, and matched estimates have, in fact, higher
bias than the unmatched setting. Figure 13 (a) shows the setting where both DD and matched DD are biased, but
the bias is larger after matching, and Figure 13 (b) shows the particular scenario where different biases actually
cancel each other. Then, analyzing the bias in the pre-intervention period can be useful for knowing how to
proceed with the analysis.

Figure 13:  Event study estimates by time period (wrt T=4) for differential interaction between X and t and bias cancellation

3.3. MIP Matching vs Propensity Score matching
Another important decision when deciding to combine matching a DD strategy is what kind of matching to use
and how to match different units. I argue that in this setup, MIP matching has some desirable advantages over
Propensity Score (PS) matching, one of the most popular matching methods used in social sciences, such as
being able to balance covariates directly while obtaining the largest matched sample possible under a specified
set of balancing constraints.

Conceptually, PS matching matches units using the estimated probability of belonging to the treatment group
(i.e. 𝑍 = 1) given a set of observed covariates 𝑋. Matching on one dimension (distance) instead on multiple
characteristics has the advantage of reducing the dimensionality of the problem while, in expectation, balancing
covariates 𝑋 (Rosenbaum & Rubin, 1983). However, PS matching is not able to balance covariates directly
through distance matching, and other restrictions need to be imposed – like a caliper for the distance metric
or a specific caliper for each covariate – in order to achieve specific balancing constraints.
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MIP matching, on the other hand, is able to set balancing restrictions at the covariate level (e.g. restricted mean
balance, fine balance, etc.) while still identifying the largest possible matched set to improve the efficiency of
our estimates (Zubizarreta, Paredes, & Rosenbaum, 2014).

To show the difference between MIP matching and similar PS matching methods, I conduct similar simulation
scenarios as before, but now including two covariates for matching, 𝑋𝑎 and 𝑋𝑏 (see Table 2). In this case, I will
use three different matching procedures: (1) MIP matching using a 0.01 SD mean balance restriction, (2) PS
matching using a 0.01 SD caliper on the distance metric, and (3) PS matching using a 0.01 SD caliper on each
covariate, 𝑋𝑎 and 𝑋𝑏.

Table 2:  Data generating process for different simulation scenarios for comparing MIP and PS matching

Table 3 shows the means of 𝑋𝑎 and 𝑋𝑏 for the treatment and the control group after matching for all three
procedures, including also the difference between groups and the average matched units per group for 1,000
simulations. We can see that MIP matching obtains the largest sample while maintaining the balance restriction.
Using a caliper for each covariate, unlike MIP matching, yields a very small matched sample.
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Table 3:  Covariate balance between MIP matching, PS matching using caliper for distance, and PS matching using caliper
for each variable

(a) MIP matching

Covariates Control Treat Diff

xa 0.6635 0.6711 0.0076

xb 0.1371 0.1297 −0.0074

N matched (avg) 797 797 •

(b) PS matching (distance caliper)

Covariates Control Treat Diff

xa 0.5818 0.5832 0.0014

xb 0.1684 0.1678 −0.0006

N matched (avg) 562 562 •

(c) PS matching (covariates caliper)

Covariates Control Treat Diff

xa 0.6074 0.6074 0.0000

xb 0.1668 0.1668 0.0000

N matched (avg) 28 28 •

Finally, Table 4 shows the average bias for the ATT in the post-intervention period, including the 95% confidence
intervals.⁷ Similarly to prior simulations, when there are no differential trends across time for both groups (Table 4

⁷In these cases, for Scenario 1: 𝛽𝑥 = 0.5, 𝛽𝑥𝑡 = 0 and 𝛽𝑥𝑡1 = 0. For Scenario 2: 𝛽𝑥 = 0.5, 𝛽𝑥𝑡 = 0.1 and 𝛽𝑥𝑡1 = 0, and for
Scenario 3: 𝛽𝑥 = 0.5, 𝛽𝑥𝑡 = 0.1 and 𝛽𝑥𝑡1 = 0.05

(a)), all methods are unbiased. When there is a differential time trend between treatment and control group
due to observed covariates (Table 4 (b)), MIP matching estimates have the lowest bias and are the most precise
out of the other two matching methods tested. Finally, under time-varying trends that are different by group, all
estimates are biased, though MIP and PS matching reduce the amount of bias significantly. It is important to note
that in all cases, confidence intervals for PS matching using a caliper on covariates produce very wide intervals
that would not be informative.
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Table 4:  Average bias for no treatment effect between MIP matching, PS matching using caliper for distance, and PS match-
ing using caliper for each variable

(a) Scenario 1 - Quadratic

Method Bias 95% CI

All 0.0006 [−0.0619, 0.0632]

MIP Match 0.0006 [−0.0691, 0.0702]

PS Match (dist) 0.0009 [−0.081, 0.0827]

PS Match (each var) 0.0035 [−0.3674, 0.3744]

(b) Scenario 2 - Quadratic

Method Bias 95% CI

All 0.1002 [0.0338, 0.1665]

MIP Match 0.0004 [−0.0708, 0.0717]

PS Match (dist) 0.0011 [−0.0833, 0.0855]

PS Match (each var) 0.0028 [−0.3645, 0.3701]

(c) Scenario 3 - Quadratic

Method Bias 95% CI

All 0.126 [0.0622, 0.1898]

MIP Match 0.0144 [−0.0518, 0.0806]

PS Match (dist) 0.0109 [−0.0725, 0.0943]

PS Match (each var) 0.0096 [−0.3612, 0.3804]

4. Application: Preferential School Vouchers in Chile

4.1. Context
School vouchers are usually seen as a contentious policy in the educational world. While its advocates argue that
vouchers increase the choice set of schools for parents and improve quality through competition, its detractors
highlight some of its negative consequences, such as “cream skimming” and enhanced segregation, attracting
higher-ability and higher-income students to specific schools (Epple et al., 2002; Epple & Romano, 2008; Hsieh
& Urquiola, 2006; Urquiola, 2016). Targeted voucher schemes, or preferential vouchers, intend to correct some
of these pernicious effects by allocating more resources to vulnerable students. By recognizing the differential
cost of educating different types of students, targeted vouchers should ameliorate some of the unintended con-
sequences that are usually reported in the voucher literature, particularly in terms of segregation. However, the
design and implementation of these subsidies policies play an important role in the end result, and depending
on the incentives schemes that are provided, could actually promote increasing segregation between schools.

In this application, I tackle the specific question about potential unintended consequences of educational voucher
policies, assessing whether socioeconomic and income segregation increased due to the implementation of
a new school subsidy. I focus on the introduction of the Chilean preferential voucher scheme in 2008, and
by using a DD approach combined with matching, I measure to what extent socioeconomic diversity changed
between schools which opted into the program versus those which did not.

The issue of school segregation is particularly important in the Chilean context. Chile is a highly stratified and
segregated country, due mainly to its great income inequality. In fact, Chile was ranked the 21st most unequal
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nation (out of 147) according to its the Gini coefficient in 2015 World Bank (2015)⁸. Such income inequality is

⁸Ranking of countries with Gini coefficients data for the 2006-2015 period

not only replicated but also enhanced by its educational system, as educational opportunities are closely related
to the student’s socioeconomic status (Arteaga et al., 2016; OECD, 2014).

Most research regarding the introduction of the preferential voucher scheme in Chile relates to the impact of the
policy on academic performance (Correa et al., 2014; Feigenberg et al., 2019; Mizala & Torche, 2013; Navarro-
Palau, 2017) or school choice quality (Aguirre, 2022; Neilson, 2021). The objective of this application is to
contribute to the previous literature by providing evidence of the effect of preferential vouchers on a different
dimension, assessing the impact of a potential externality on schools’ composition and potential reduction in
socioeconomic diversity within institutions.

4.1.a. Chilean Educational System: The Chilean educational system is composed of three types of schools: (i)
public, (ii) private-subsidized (voucher), and (ii) private-unsubsidized schools (non-voucher). Public schools are
funded by the Government and were operated by municipalities,⁹ receiving resources per student and also base

⁹In 2018, the Inclusion Law (``Ley de Inclusion’’) started a shift in public schools’ management from municipalities to local edu-
cational services, directly dependent from the central government.

contributions. Private-subsidized schools, or voucher schools, are privately owned and managed institutions, run
either by for-profit organizations, NGOs, or other non-profit associations. They receive public funding through
vouchers, so their resources are linked to students’ enrollment and attendance. These schools are also allowed
to charge add-ons (copayment) to parents, which usually varied between US$5 and US$140 a month in 2008.
Finally, private-unsubsidized schools are privately owned, managed, and funded.

In the 1990s, public schools were the ones that concentrated the largest amount of students. However, there has
been a constant decrease in public enrollment since the mid-90s, and since 2007, voucher schools have the
lead in enrollment. Figure 14 shows the evolution of enrollment by type of school between 1990 and 2012.

Figure 14:  Enrollment from 1990 to 2011 by school depedence

4.1.b. Preferential Schooling Subsidy: The preferential schooling subsidy (SEP) was introduced in 2008, and its
objective was to allocate more resources to vulnerable students. The amount of the increase of the voucher was
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significant compared to the previously universal flat voucher: Preferential vouchers represented approximately
a 50% increase with respect of the previous amount per child, increasing from US$70 to US$105 in 2008, on
average (Romaguera & Gallegos, 2010). In addition to the extra resources given for each vulnerable student,
schools received a concentration bonus associated with the percentage of these type of students that they en-
rolled, which ranged between US$2.5 per student for schools with a concentration between 15% and 30% of
vulnerable students, to US$6.5 per student for schools with over 60% of vulnerable students. Thus, this concen-
tration bonus increased the complementary voucher per student by an additional 20% for schools with higher
shares of vulnerable students.

As it was previously mentioned, the SEP policy was focused specifically on vulnerable students or “priority”
students . Priority students were identified using a means test called Ficha de Protección Social (Social Protection
Questionnaire), which was a form all households had to complete in order to apply for Government welfare. The
questionnaire included different socioeconomic variables, such as income, household composition, educational
attainment of the head of the household, assets, and housing conditions, among others, giving households a
score which was then used to identify vulnerable students (the lower 40% of the distribution).¹⁰

¹⁰There were additional ways that a student could be classified as “priority”: If his or her family participated of the socioeconomic
program “Chile Solidario” or if the student lived in a high-poverty area. These conditions, however, where applied in the absence
of a Social Protection Questionnaire, and had to be re-validated the following year (Romaguera & Gallegos, 2010).

Schools had the option to opt-in to this program in order to receive the extra resources for the vulnerable stu-
dents that were enrolled in their institution, meaning that a key feature of this policy is that it was voluntary.
However, in order to receive these funds, schools also had to comply with certain Government requirements: (i)
accountability, (ii) no discrimination, and (iii) educational quality.

SEP schools (i.e. schools which opted into the program) had to present a Plan for Educational Improvement
(PEI), which limited the use of SEP funds to activities or resources that directly benefited vulnerable students.
This clause was put in place to prevent diversion of SEP funds to other activities, especially in for-profit schools.
Thus, technically, school administrators cannot obtain revenues from SEP subsidies¹¹.

¹¹During the first years of the implementation of the policy, there was no way of knowing to what extent this clause was enforced,
but sources from the Ministry of Education acknowledge the difficulty to monitor the use of such funds.

Additionally, SEP schools had to sign a clause of no selection and no add-on fees for priority students. In Chile,
by law, schools that receive public funding cannot select students before 7th grade, but as there is little moni-
toring, there is overwhelming evidence that schools do incur in selection practices. In fact, over 50% of parents
who enrolled their child in voucher schools in 2007 claimed that an admission test was one of the enrollment
requisites. Regarding the add-on fees or copayment, there is no clear data for the amount that schools charged
before 2015,¹² but from the amounts self-reported by schools, two thirds of voucher schools declared charging

¹²Schools were not obligated to report it and, in many cases, it varied between students

under US$20, while 60% declare being free of charge in 2007. Thus, for the majority of private-subsidized
schools, the complementary voucher would more than cover their expected add-on.

Finally, government oversight was directly linked to standardized test results. From 2009, SEP schools were clas-
sified according to their scores; the better they performed, the less constraints they had in the use of resources
(Romaguera & Gallegos, 2010).

Given the incentive structure that the SEP policy provided for schools, it is easy to see that there was a clear
trade-off between costs and benefits of adhering to the policy. Private subsidized schools that opted into the
new voucher scheme would receive more funding per vulnerable student in terms of subsidies, but, at the same
time, would lose additional copayment for those same students if the school had add-ons in place. Schools
that concentrated a larger proportion of priority students would also receive more funding, giving an incentive
to potentially enroll more of these students conditionally on subscribing to the SEP policy. The new resources
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also came tied to additional oversight from the government and performance expectations, which also involved
additional costs for the school.
4.2. Data
Given that the focus of interest is analyzing the effect of the introduction of the SEP policy on school which opted
into the new voucher scheme, I use a complete-cases sample of private subsidized schools between 2005 and
2012. This corresponds to 72% of all private subsidized schools in Chile in 2007.¹³. I choose to exclude public

¹³As a reference, from the 2,833 private subsidized schools that were open in 2007 (used for matching), nearly 90% of them
were open since 2005.

schools from the analysis, given that all of them joined the policy in 2008, and do not face the same cost-benefit
trade-offs that private subsidized schools do.

Figure 15 compares the evolution in the number of private subsidized schools throughout the years, according
to whether they subscribed to the SEP policy or not within the study period. The difference between number
of schools maintains mainly constant during the 2005-2012 period, with a slightly higher rate for SEP schools
between the years 2006 and 2008.

Figure 15:  Number of private subsidized schools with primary education by year according to whether they subscribed to
the SEP policy between 2008 and 2012 or not

For our sample, we observe that most schools that enrolled in the SEP policy did so during the first year (70%),
with few schools enrolling two or three years after.
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Figure 16:  Enrollment in the SEP policy in study sample by year

In terms of schools’ characteristics, I use publicly available data from the Chilean Ministry of Education (MINE-
DUC, 2020) related to the preferential voucher scheme, school subsidies, and other school attributes, such as
location and enrollment. Additionally, I use the results from the Education Quality Measurement System (SIMCE),
which contains standardized test scores for each school in 4th grade and socioeconomic information from a
parents’ questionnaire. In terms of outcomes, I focus on average household income at the school level as a
socioeconomic component over time, as well as average SIMCE scores for Math and Language to measure
academic performance of the school.

In total, my sample consists of a panel of 2032 different schools from 2005 to 2012, where 1437 of them
subscribed to the SEP policy during the period of analysis.
4.3. Results
Using Mixed Integer Programming (MIP) Matching (Zubizarreta, 2012), I match exactly on the school’s province
department,¹⁴ to adjust for geographic location. Additionally, I use restricted mean balance (0.025 SD) on the

¹⁴Province departments are educational geographic areas that are smaller that geographic provinces, but larger than municipal-
ities.

following characteristics: average grade enrollment, average school subsidy, whether the school charges parents
add-ons or not (and the amount of the copayment), vulnerability status of the school, and number of schools
in the municipality. These characteristics are likely to capture schools that are subjected to similar competition
pressures and funding, which are mainly unchanged during the pre-intervention period.

As it is discussed in Daw & Hatfield (2018a), researchers also need to take into account the specific context
of the problem to assess whether it is plausible to assume both populations of treated and control units come
from the same population or not. In the case of the SEP policy, given that all private subsidized schools could
opt into the program, it is reasonable to assume that both groups stem from the same population, and that the
probability of adhering to the intervention depends on pre-intervention characteristics, such as performance and
competition. These covariates, however, are practically fixed at the school level, with a serial correlation of over
0.95 in the pre-intervention period for each matching covariate, and over 0.9 if pre- and post-intervention years
are included.
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Using the designmatch R package Zubizarreta et al. (2018), I match schools in 2007 (one year before the in-
tervention started) that subscribed to the policy in 2008-2012 to those that did not. I use the last year prior to
the introduction of the intervention, because I estimate all post-intervention effects with respect to that particular
year. I use cardinality matching to obtain the largest matched sample possible under the balancing constraints
that include exact matching for geographic province and restricted mean balance at 0.025 SD for enrollment,
average yearly subsidy, whether the school charges parents’ a copayment and how much copayment, and num-
ber of private subsidized schools in the same municipality.

Under the previous balancing restrictions, I am able to match 578 schools (289 pairs), and compare their out-
comes and characteristics between 2005 and 2012 using a matched panel.

4.3.a. Balance in the matched sample: In terms of geographic coverage, most matched schools belong to the
metropolitan region (59%), while the majority of the other schools are located in other central regions (see
Figure 17). The matched sample also covers 16 out of the 53 provincial departments, representing areas that
have a larger number of schools.

Figure 17:  Chilean provinces in the matched sample
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Table 5 shows the covariate balance in 2007, both before and after matching. As it can be seen from that previous
table, both groups had substantial differences, especially in terms of charging copayment. While 89% of schools
that did not subscribe to the policy charged additional add-ons, only 49% of the schools that did enroll in the
SEP policy asked for copayment. However, after matching, differences in covariates are substantially reduced,
with differences that are even smaller than the original 0.025 SD restriction.

Table 5:  Covariate profile of the 2007 sample of private subsidized schools that opted into the SEP policy between 2008-2012
and those that did not

(a) All schools in the sample

Variables SEP schools (All) Non-SEP schools (All) Diff (SD)

Avg. grade enrollment 42.41 50.76 -0.23

Avg. subsidy (1,000 CL$) 15083.53 19873.2 -0.33

Has copayment 0.49 0.89 -0.95

Copayment < 0.5 USE 0.25 0.09 0.43

Copayment \>= 0.5 USE 0.24 0.79 -1.34

Reported copayment (parents) 7853.83 25913.13 -1.39

Num. schools in municipality 49.22 60.01 -0.33

Group A (most vulnerable) 0.17 0.01 0.57

Group B (second most vulnerable) 0.24 0.03 0.66

(b) Matched schools

Variables SEP school (matched) Non-SEP schools (matched) Diff (SD)

Avg. grade enrollment 49.91 49.85 0

Avg. subsidy (1,000 CL$) 18088.95 18018.58 0

Has copayment 0.84 0.84 0

Copayment < 0.5 USE 0.15 0.15 0

Copayment \>= 0.5 USE 0.69 0.69 0

Reported copayment (parents) 16841.56 16971.57 -0.01

Num. schools in municipality 58.86 58.9 0

Group A (most vulnerable) 0.02 0.02 0

Group B (second most vulnerable) 0.06 0.06 0

These differences are also portrayed in Figure 18, where the absolute standardized differences in mean are
plotted before and after matching. It can be seen that after-matching differences are well below the 0.025 SD
threshold indicated in the balancing constraints.¹⁵

¹⁵Even though other pre-intervention years were not used for matching, given the stability of the covariates over time, the differ-
ences in 2005 and 2006 between the treatment and control groups are still under 0.025 SD.
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Figure 18:  Absolute standardized differences in covariates between 2007 SEP and non-SEP schools before and after match-
ing

4.3.b. Event study results: Figure 19 and Figure 20 show the event study estimates for the entire sample and the
matched sample for two outcomes: average household income and average SIMCE score. For the pre-interven-
tion period 2005-2007, even though there is suggestive evidence of pre-trends in the entire sample, this issue
is minimized when using the matched sample (see Figure 19 (b) and Figure 20 (b)). It is important to note that
schools were only matched in 2007 characteristics that are time invariant (or with high temporal correlation) and
previous outcomes were not used as covariates, so the fact that the differences are held constant for 2005 and
2006 is not necessarily a mechanical construction of the matching process.

In terms of the outcomes of interest, Figure 19 shows that after the policy was implemented, schools that opted
into the policy enrolled an even larger proportion of lower-income students, increasing socioeconomic differ-
ences between schools. On the other hand, Figure 20 shows evidence that schools that opted into the new
voucher scheme were able to close the gap between schools that did not (see Figure 21 (b)), suggesting a
positive effect of the policy in terms of academic outcomes.
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Figure 19:  Event study estimates for household income (1,000 CL$)

Figure 20:  Event study estimates for average SIMCE score
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Figure 21:  Outcome evolution over time for SEP and Non-SEP scools - Matched Sample

Table 6 shows the point estimates and 95% confidence intervals for all the post-intervention periods with respect
to 2007. From 2009 to 2011, all differences between SEP and non-SEP schools are statistically significant from
the same differences in 2007. Panel A from the same table shows that SEP schools increasingly attracted students
of lower income households (compared to non-SEP school), with a sizable effect of 0.09 SD in 2011. Panel B,
on the other hand, also shows significant and positive effects in terms of academic performance.

Table 6:  Difference-in-difference estimates for post-intervention periods (relative to 2007) for matched sample

2008 2009 2010 2011 2012

(a) Avg. HH Income (1,000 CL$)

Point Est. -12.66** -26.37*** -24.22*** -37.93*** -32.59***

[-25.31,-0.02] [-39.07,-13.66] [-38.49,-9.95] [-58.45,-17.42] [-51.27,-13.9]

Non-SEP mean 347.43 371.31 402.7 416.55 446.49

(b) Avg. SIMCE score

Point Est. 1.61 1.13 1.35 3.34** 4.09**

[-1.17,4.39] [-1.88,4.14] [-1.41,4.11] [0.42,6.27] [0.67,7.5]

Non-SEP mean 264.39 262.36 263.24 265.61 268.98

N Obs 578 578 578 578 578

Notes: 95% CI in brackets.

As a robustness check, I conduct a sensitivity analysis (Rambachan & Roth, 2023) to assess whether findings are
robust to different magnitudes of violations of parallel trends. I find that while the point estimate using matching
DD is smaller in magnitude than the DD estimate for the complete sample, findings are still more robust and
would hold even for violations of 50% of the magnitude of the pre-intervention period trends (Figure 22). In
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Figure 23 we observe a different story, with a statistically significant point estimate, but that is highly sensitive to
small parallel trend violations when using a matching DD approach.

Figure 22:  Bounds on Relative Magnitudes for Household Income Event Study Estimates

Figure 23:  Bounds on Relative Magnitudes for Avg. SIMCE Event Study Estimates

I also conduct a sensitivity analysis to hidden bias on the matched ATT following Keele, Small, Hsu, & Fogarty
(2019), finding that an unobserved confounder should affect the probability of assignment to treatment or control
by 32.7% in order to explain away my findings, making these results moderately sensitive to hidden biases.¹⁶

¹⁶The estimate for average SIMCE is not statistically significant at conventional levels when testing the paired differences, so a
sensitivity analysis is not conducted for this outcome.
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In terms of socioeconomic characteristics of the schools, these results are consistent with the incentive structure
provided by the SEP policy: Schools that had a higher concentration of lower SES students received an additional
concentration bonus. For instance, Figure 24 shows the discontinuous jump of 4.7 percentage points (SE =
0.024; p-val = 0.05) in the probability of schools being SEP in 2009 at the 60% level of concentration of priority
students in the prior year (2008); in this case, 60% represents the threshold that the SEP policy established for
schools to receive the largest concentration bonus.

Figure 24:  Probability of schools being subscribed to the SEP policy in 2009 as a function of their concentration of priority
students in 2008

Evidence of the positive impact of the SEP policy on test scores is actually mixed. While some studies have
found positive effects (see, for example, Navarro-Palau (2017), Correa, Parro, & Reyes (2014), Mizala & Torche
(2013), and Neilson (2021)), others like Feigenberg, Yan, & Rivkin (2019)¹⁷ and Aguirre (2022) found little to no

¹⁷Feigenberg, Yan, & Rivkin (2019) are able to replicate the gain scores cited in the literature, but attribute this effect to the shift
in socioeconomic characteristics in low SES students’ households, and not to the policy itself.

significant effects of the policy in terms of academic performance. Conclusions seem to depend on the sample
and the methodology used to identify these effects. In this case, the sample I focus the analysis on corresponds
only to private subsidized schools which are more likely to respond to the policy. Additionally, because of the
balancing constraints I am using for cardinality matching, the matched sample represents schools that belong to
more densely populated areas with larger education markets.

To a certain extent, the ambiguity of this evidence can be reconciled by comparing the 2010 test score results
using a regression discontinuity design (RDD) on students that belong to the matched schools. In this way, I
partially recreate the methodology used by Aguirre (2022), but on my sample of analysis, shedding some light
to whether the differences potentially stem from a different sample selection. Using this approach, I find a 4-point
difference (p-value = 0.061) in math test scores for students in the margin of SEP eligibility (40% vulnerability
score cutoff) that belong to the previously matched schools. However, it is important to note that these effects are
not comparable: If the respective assumptions hold, RDD identifies a local average treatment effect for students
at the margin of eligibility, while a difference-in-differences approach at the school level identifies an average
treatment effect for the matched population.

5. Conclusions
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Difference-in-differences can be a useful tool for causal inference and, given the current advances in the litera-
ture, particularly regarding sensitivity analysis, we now have a better framework to understand the robustness of
our findings. However, it is important to understand that bias still plays an important role in any sort of observa-
tional study, and researchers should take additional precautions to make sure that findings from a study hold
under a variety of conditions. In that sense, coupling matching on time-invariant characteristics with DD can help
not only reduce or eliminate bias that stems from differential trends, but also provide more accurate sensitivity
analyses for our findings even in the presence of violations to the main identification assumption.

This study contributes to the growing literature on DD and causal inference by emphasizing the interplay be-
tween design-based and model-based methods. The integration of matching into DD designs offers a promising
path for researchers aiming to mitigate biases while preserving the interpretability and transparency of their
findings. However, these results also call for careful consideration of the context-specific challenges associated
with matching, such as the potential loss of sample size and its implications for statistical power.

Future research can extend this framework by exploring potential bounds on causal estimates in the presence not
only of differential associations of time-invariant variables between groups, but also on time-varying covariates,
which pose a direct violation of the main identification assumption for these studies.
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